
Spike-Timing Neuronal Modelling of Forgetting in
Immediate Serial Recall

Panagiotis Ioannou
Department of Computing

University of Surrey
Guildford, Surrey

GU2 7XH, UK

Matthew Casey
Pervasive Intelligence Ltd
Stoneleigh, Frimley Road

Ash Vale, Surrey
GU12 5PN, UK
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Abstract—Three major and often contradicting hypotheses
regarding forgetting in instant sequential recall include the Time-
based decay, Temporal distinctiveness and Interference. Here
we will explore these hypotheses using the Spike-timing theory
of working memory. We represent memory traces as spatio-
temporal patterns of spikes called polychronous groups which
behave according to short-term and long-term synaptic dynamics.
In spite of their contradictions, we show that all three forgetting
hypotheses can co-exist - yet each one can have a different degree
of influence in the process of forgetting with interference having
an immediate impact.

I. INTRODUCTION

Working memory includes a short-term mechanism for
temporary storage and manipulation of information, by which
memory traces decay over time [1]. There is some debate as
to why these memory traces decay [1]. Time-based theories
support that memory traces disintegrate due to the passage of
time [1], [3], [5], [25], whilst others support the temporal dis-
tinctiveness and interference theory, with which it is proposed
that forgetting does not depend on the passage of time per se,
but on their temporal isolation, and new memory traces that
interfere with existing ones [4], [14], [15], [18], [19]. Here we
will examine these theories under the spike-timing paradigm of
working memory, in which memory traces are represented by
spatiotemporal patterns of spike activity, called polychronous
groups (PNGs) [12]. This is a suitable technique to use due
to the spike-timing aspect of PNGs, as we can have multiple
PNGs simultaneously loaded without resulting in an epileptic-
like excitation in the network, thus having an advantage over
existing models. Our aim is to investigate whether such an
approach can shed light over these forgetting hypotheses.

In the spike-timing theory of working memory [24], sensory
input is represented by selectively activating a PNG, that is,
by stimulating its comprising neurons and thus generating
spikes. After the stimulation and the initial spikes, the PNG
gets spontaneously reactivated due to the strengthening of
their short-term synaptic dynamics. This implementation was
based on experimental findings that showed an elevated firing
activity at the neurons of macaque monkeys, while conducting
working memory tasks [6], [7], [17]. One might argue that
this is evidence of time-based decay in forgetting in short-
term memory. In this paper we explore forgetting using the
spike-timing theory of working memory both in a temporal

and non temporal way, and demonstrate how time-based
decay, temporal distinctiveness, and interference (definitions
addressed later on) can influence the retention of memory
traces in short-term memory.

II. DECAY, TEMPORAL DISTINCTIVENESS AND
INTERFERENCE

The hypothesis that short-term memory content decays over
time is strongly supported by its limited duration [1]. The
most notable theory in support of the decay paradigm is
presented through the multiple component model of working
memory [1]. This temporal decay theory is often correlated
with the notion of quick repetition, that is, to extend the
duration of the information that is sustained and overcome
its temporal limitations, memory traces are being periodically
rehearsed by verbal or mental articulation. This articulatory
mechanism forces memories to loop back in the short-term
memory inventory and to be sustained for longer.

Moreover, the hypothesis that memories decay rapidly
through time, as well as results favouring the rehearsal process,
derive from the word length effect. This word length effect [1],
comes from the observation of the immediate recall of long
words, e.g. “amplification”, are a lot less correctly recalled
than short words e.g. “strong”. Another striking phenomenon
is the phonological similarity effect, by which individuals are
less correct in recalling lists of similar sounding words for
example “stop”, “tall”, “crop”. In addition, words with similar
meaning (“huge”, “large”, “big”, “wide”, “tall”) do not affect
the accuracy of recall. This rehearsal mechanism takes place
in the multiple component model of working memory at the
phonological loop and visuospatial sketchpad components of
the Baddeley and Hitch’s model of working memory [1].

In 2004, Lewandowsky, Duncan and Brown proposed a
mechanism that stops this repetition process we mentioned
above [14]. In their studies, participants undertook a recall
task in which they had to recall a sequence of letters, and
they had to use the keyboard for their responses while at
the same time repeating an irrelevant word (“super”) loudly
in order to stop the repetition. This mechanism is known as
articulatory suppression and stops the phonological loop from
the repetition, thus stopping memories from reactivating. They
also showed that the articulatory suppression length, that is the



number of repetitions of the irrelevant word, did not influence
the recall, supporting that time per se is not a critical factor
in forgetting in serial recall.

The temporal distinctiveness theory [8] supports that the
temporal separation of memory items at encoding affects
the performance of its retrieval. These distinctiveness models
support that memories and their recall depend on their distance
from all other memories across a time space. More specifically,
they show that memory recall strengthens according to their
time distance from adjacent memories. For example temporal
distinctiveness supports that memories are better remembered
when they are very distant than memories that are tempo-
rally closer, or, in the context of items in a list, the more
distinct the easier they are remembered than the ones which
are temporally close [8]. Temporal distinctiveness theory is
also in contrast with decay theory, as it does not support
the notion of memories that fade because of the passing of
time. Furthermore, temporal distinctiveness approaches do not
support the repetition system as the one responsible for the
sustainability of memory items through a period of time.

In our experiments, we address these temporal and non-
temporal approaches to forgetting in short-term memory with
the spike-timing theory of working memory. As we mentioned
earlier, polychronous groups can be used as a representation
of memory traces [12]. When synapses between neurons
are subject to short-term STDP dynamics, then they can be
sustained, once selectively activated, representing in this way
sustainable memory traces that decay through time [24]. These
specific experiments are in accordance to the decay paradigm,
by which it is hypothesised that memory traces disintegrate
as a passage of absolute time [1]. This postulate is supported
by experimental findings in which neurons in macaque mon-
keys had a persistent elevated firing activity during working
memory tasks [6], [7], [17]. The sustained reactivation can
be presented as the rehearsal, i.e. the verbal reverberation at
the phonological loop, whereas the stoppage of the rehearsal
process can be achieved through an articulatory suppression
mechanism.

Is the decay approach really in contrast with the other
theories, i.e. the temporal distinctiveness or interference? How
can the spike-timing theory of working memory be put in
context with the serial recall in an item list? Here we view the
theories from a neuronal level, and show that these theories do
not necessarily contradict each other but can actually co-exist,
each having a role to play in forgetting in immediate serial
recall.

III. METHODOLOGY

We follow the methodology used in [24] and [10]. The
network consists of 1000 neurons, 800 excitatory (pyramidal
neurons exhibiting regular spiking), 200 inhibitory (GABAer-
gic interneurons exhibiting fast spiking) representing standard
neocortical parameters. Excitatory connections have random
delays up to 20ms, whereas inhibitory connections have 1ms
delays. The connectivity probability is 0.1, and neurons are

connected randomly. We use the Izhikevich’s simple model of
spiking neurons [11].

Like in [24], excitatory towards inhibitory and all the
inhibitory connections do not follow plasticity rules (have
static strengths). The strengths of the synapses of the input
connections to a neuron change with regards to the STDP
rule [23]. The synaptic strengthening depends on the arrival of
spikes to the postsynaptic neuron: It strengthens if the spike
from the presynaptic neuron has arrived at the postsynaptic
target before the firing of the postsynaptic neuron, while it is
weakened if the spike from the presynaptic neuron has arrived
after the postsynaptic target fired. The level of strengthening
equals A+e

−∆t
τ and on the other hand for weakening is

A−e
−∆t

τ , where ∆t is the time difference between the arrival
of the presynaptic spike to the postsynaptic neuron and the
postsynaptic spike, τ = 20ms, A+ = 0.1, and A− = 0.12.
The weights (synaptic strengths) are between [0. . . 8]mV.

As in [24], the synaptic strengthening of excitatory neurons
also change according to a baseline within a short timeframe.
According to short-term STDP, input to neuron i at time t,
Ii(t) , equals

∑
j∈J sij(1 + sdij), where sij is the synaptic

weight of the analogous connection between neuron j and i,
and J refers to the group of presynaptic neurons whose spike
arrived at neuron i at time t. The weight increases or decreases
according to the factor sd, a variable which varies for each
synapse according to the STDP rule with the parameters A+,
A− as above and without synaptic input it decays back to 0
within 5 seconds. Consequently, when there is no input the
synaptic efficacy stays the same, pre-then-post spikes short-
term strengthens the synapses, and post-then-pre spikes short-
term weakens them.

To begin with, we run the simulations for a period of time to
find emerging PNGs as described in [12]. To achieve persistent
reactivation (representing the reverberation of the memory
trace), we select one PNG, and we activate the neurons of a
PNG in order according to their polychronous (spike-timing)
format at 100ms intervals during a 1 second interval to short-
term strengthen their synaptic weights. We measure the quality
of a PNG when interpreted as an item in working memory by:
1. their strength, and 2. their duration, as defined in [10]. We
measure strength as the area under curve (AUC) of a PNG
activation rate plot, that is, the percentage of PNG neurons (per
second) which are activated over the total number of neurons
in a PNG through time. We measure the duration of a PNG as
the time difference between the start of the stimulation where
the activation frequency increases until drops it back down to
a baseline (2Hz).

PNG quantity (how many they can emerge) in a network
with regard to various network parameters was explored in
[9] and the factors influencing PNG retention by time-based
decay was explored in [10]. Here we further explore time-
based decay as we run different simulations to see how a PNG
size can affect its sustainability. Then we explore temporal
distinctiveness theory by increasing the temporal distance
between the stimulation of 2 PNGs. Finally we explore inter-
ference theory by stimulating again 2 PNGs at fixed temporal



Fig. 1: Firing plot of a simulation in which we stimulate 2 PNGs. Blue denotes PNG (A), which is stimulated at the 2nd
second, and red denotes PNG (B) which is stimulated at the 6th second. The 2 groups share 40 neurons. The shared neurons
of PNG (B) interfere with the sustained reactivation of PNG (A) in two ways: 1) PNG (B)’s shared neurons fire at a different
temporal pattern than the one that constitutes PNG (A). 2) They share neurons and in addition exhibit the same spatiotemporal
pattern.

differences, only this time increase their percentage of their
shared neurons. A raster plot of 2 PNGs activated in the same
network can be seen in figure 1 and their firing rate plot in
figure 2. The parameter table can be viewed in I.

Network description 1000 neurons, 800 excitatory (regular spik-
ing), 200 inhibitory (fast spiking). 100 con-
nections per neuron. 20ms maximum axonal
conduction delays. Short term and long term
STDP. 100 neuron PNGs.

Time based decay Stimulated PNG size: 10-150 step of 10
Temporal distinctiveness Time difference between stimulation of 2nd

PNG: 3-10 step of 1
Interference Percentage of shared neurons of 2nd PNG:

20-40 step of 5

TABLE I: Model parameters

IV. EXPERIMENTS AND EVALUATION

A. Time based decay

The word-length effect supports that series of long words
are more difficult to be remembered than those with smaller
words [1] and in extent, series of polysyllabic words are more
difficult to be remembered than monosyllabic words. However,
it is argued that the reason behind this is the phonological
complexity of those words [22]. In [22] it was proposed
that phonological complexity and articulation duration are the
critical variables when the two factors are disentangled.

Another word-length effect in support of the decay theory
is derived when repeating words with the same syllables and
phonemes. It was shown that short phoneme words were
better remembered than the long phoneme words [2]. On the
other hand, others argue that these observations especially in
disyllable words could have been created by chance because
of coincidental word selection [16].
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Fig. 2: Activation rate of two polychronous groups (PNGs). Group A (blue) gets selectively activated 10 times per 100ms
during the 2nd second. Group B (red) gets selectively activated 10 times per 100ms intervals during the 6th second. Due to
the overlap of the groups (40 out of 100 neurons), the stimulation of group A affects the activation rate of group B and vice
versa. This is shown at the 2nd second where activation rate of group B increases as a result of stimulation of group A, and
at the 6th second stimulation of group B increases the activation rate of group A.

The above contradicting findings have motivated us to
explore time-based decay and the word-length effect from a
microscopic point of view in the form of neuronal simulations
consisting of biologically realistic spiking models. According
to short-term dynamics implemented in this theory, these
PNGs can be stimulated and their firing activity spontaneously
sustained even after the stimulation offset. This sustained
activity disintegrates back to its baseline in a few seconds.

Clearly this theory is in support of the time-based decay the-
ory. We will further explore this theory in relation to the word-
length effect. Since PNGs represented memory cues/items in
the original model, here we represent the length of words and
length differences as neuronal size differences of PNGs. For
instance short words are represented by PNGs consisting of
fewer neurons, versus long words represented by PNGs with
more neurons.

For our first set of experiments, in order to explore the
word-length effect we selectively activate groups of different

sizes (10 to 150 in a step of 10) keeping all other parameters
fixed and following the methodology in [24] and summarized
in our method section. We observe (see Fig. 3) that the group’s
size greatly affects the sustainability of their firing rate, both in
terms of its percentage of activation as well its duration. More
specifically, we get very small values for small groups of size
10, and then their values increase linearly until group size 60,
after which their sustainability surprisingly reaches a plateau
and stabilizes for group size 60 and above. This can also be
quantified with an analysis of variance (ANOVA) resulting
in a very small p value for strength (p = 0.05568e−11) and
duration (p = 1.13926e−11), indicating that the differences
between column means are significant.

Our results show that larger PNGs are more efficiently
sustained both in terms of strength and duration. In the word-
length effect and specifically in the case of a long word, each
syllable might be represented by a finite subset of neurons out
of a total population. We note the possibility that the more
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Fig. 3: Sustainability of polychronous groups of various sizes. We notice that size affects sustainability, both in strength and
duration, as we have very small values for size 10 groups, then gradually increasing for size 20, 30, 40, and 50, reaching to
a plateau for groups size 60 and above.

syllables the larger subset of neurons will be required in order
to represent them and thus less neurons can be assigned to
each population. What is evident though, is that if one has to
deal with a small word, then one can use more of the available
resources to represent it. In this case more neurons and larger
PNGs, thus leading to a more efficient sustainability. Or from
a different perspective, more syllables can produce larger and
more complicated patterns that can produce more interference
between them confusing their spatiotemporal sequence as we
will explore next. In either case, our results indicate that larger
PNGs are better sustained.

B. Temporal distinctiveness

Temporal distinctiveness theory was explored in [8] in the
form of retrieving cued memory items. According to this
theory, during the presentation of a list, the memories that
are more time distinct from their neighbouring items are
remembered better. On the other hand however, investigations
in [13] showed that time does not influence encoding and
showed that temporally isolating memories does not affect
retrieval, although they mention that this could increase the
consolidation, rehearsal or grouping or the articulation rever-
beration mechanism.

Here we will explore the temporal distinctiveness again in
the form of PNGs (representing memory items) and the spike-
timing theory of working memory. More specifically, at first
instance we selectively activate two different PNGs of the
same size and in the same network but at a specific temporal
distance (3 seconds). That is we activate group A at time
t = 2 seconds and then activate group B at time t = 6 and
we measure the sustainability of group A as we described its
quantification earlier. Then we run a series of simulations, and
each time we gradually increase the gap by adding 1 second

in their temporal distance. Thus the temporal distance changes
to t = 3, t = 4. . . . t = 10 seconds.

Results indicate (see Fig. 4) that in our simulation setup,
increasing the temporal distance does not influence sustain-
ability decay. This can be also be quantified after an ANOVA
resulting in moderate p values for strength (p = 0.8987) and
duration (p = 0.6169), indicating that the differences between
column means are not significant.

In our model we explore decay per se, as we limit the selec-
tive activation into a 1 second interval, and yes, our results are
in conjunction with articulatory suppression experiments [14]
which suggested that time is not a critical factor on item recall.
Nonetheless, we need to keep in mind that increasing the
temporal distance can increase the stimulation time induced by
the articulatory rehearsal (i.e. in these experiments expanding
the selective activation beyond the 1 second interval), and thus
further increasing the intra PNG’s synaptic dynamics.

C. Interference

Authors favouring time-based decay as a means of forget-
ting in working memory include [3], [5], [21], [25]. However,
[4], [14], [15], [18], [19] doubt time-based decay and support
some form of interference to forgetting. When a series of
memory items are stored in short-term memory at the same
time, they might compete or degrade each other. So in a way
new memory items push the old ones, unless the old ones are
specifically focused upon.

Here we will explore interference from a neuronal per-
spective again, using PNGs as memory item representations
that are subject to short-term synaptic dynamics as proposed
in the spike-timing theory of working memory. The central
assumption in our neuronal model is that memory item A,
can be represented by a PNG (A), and can be selectively
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Fig. 4: Sustainability of polychronous group A when we vary the temporal distinctiveness between the activation of group A
and group B. We notice that sustainability strength slightly increases as the temporal window increases. The duration increases
for distances 5 to 7 seconds reaching maximum at 7 seconds, then gradually decreases.
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Fig. 5: Sustainability of polychronous group A when we vary the percentage of the shared neurons between group A and group
B. We notice that the percentage of shared neurons has a great effect on the sustainability strength as well as the sustainability
duration. Strength and duration gradually increase from neurons 20% to 30%, reaching a plateau from 35% to 40%. However,
since this sustainability only refers to an activation rate, the quality of the group might degrade as a result of the different
temporal pattern of group B’s neurons (see figure 1.)

activated and sustained using the method described in [24].
Then a second item (B) represented by a PNG (B) can be
activated at a specific temporal distance from PNG (A). To
measure interference, we quantify PNG (A)’s sustainability
as an expression of its persistent activity as we described
earlier. As we mentioned above, dissimilarity between items
in a serial recall list favours their recall, so we move one step
further and quantify this similarity as the percentage of shared

neurons between PNG (A) and PNG (B). Our assumption is
that the more neurons they share the more similar the items.
Our assumption is in line with the shared features interference
model used in [19].

Our results (see Fig. 5) indicate that interference is a
critical factor to the sustainability of a PNG. This can also
be quantified with an analysis of variance (ANOVA) resulting
in a very small p value for strength (p = 0.0666) and duration



(p = 0.007), indicating that the differences between column
means are significant.

This is easily observed, as the activation of PNG (B) has
a concurrent effect to the synaptic dynamics of its shared
neurons with PNG (A), directly altering their firing activity.
What is interesting however, is that while it seems that it
strengthens/increases the activity of the neurons that belong
to PNG (A), they may not follow the same time pattern of
spike firing, and thus altering what constitutes a PNG (a
PNG is not a set of neuronal firings per se, but a specific
spatiotemporal pattern of spikes) (see Fig. 1). For instance
a shared neuron (number 388 on figure 1) belongs to PNG
(A) if it fires at time 35ms and to PNG (B) if it fires at
93ms. So activation of PNG (B) changes the firing time of
that neuron. On the other hand, if the shared neurons have
the same spatiotemporal pattern, then activation of PNG (B)
can concurrently strengthen the shared spatiotemporal pattern
of PNG (A) (see Fig. 1). Again this does not mean that
it contradicts the interference and dissimilarity phenomena,
because at the point where the shared spatiotemporal pattern
ends, the pattern might not follow the pattern of PNG (A),
but will follow instead the spatiotemporal pattern of PNG (B)
whose synaptic dynamics were more recently altered. This
could explain the dissimilarity phenomenon: let us say that
the PNG (A) and PNG (B) do not share neurons at all, then
when one attempts to retrieve PNG (A), its spatiotemporal
pattern will be activated easily, even by stimulating just some
anchor neurons of that pattern, as that pattern would not have
been altered by the activation of PNG (B).

V. CONCLUSION

The exact mechanism that causes forgetting stills remains
elusive [20]. The three fundamental hypotheses of time-based
decay, temporal distinctiveness and interference have been
studied in a number of experiments and models, where some
results argue the validity of others. Here we explored the con-
cept of forgetting in immediate serial recall from a neuronal
point of view, in the form of neural network simulations where
items are represented by specific spatiotemporal patterns of
spikes (PNGs). Our results show that activation of a PNG can
strengthen its synaptic dynamics and retain its firing pattern
and disintegrate back to its baseline in full conjunction with
the time-based approach. In addition we have shown that our
model can give an explanation to the word-length effect, as
small words can be represented by larger PNGs, which can
then be more efficiently sustained. Our temporal distinctive-
ness models have not favoured the homonymous forgetting
hypothesis, as an activation of a second PNG (B) did not
impact the sustainability of PNG (A) enough to suggest criti-
cality. We do however note that temporal difference between
representations can affect the phonological loop/reverberation
mechanism and thus the selective reactivation of a PNG,
this way further strengthening its synaptic dynamics. Our
interference models have shown how critical the interference
of a second PNG is on the sustainability of the first, and how
this criticality can be expressed as the interference between

their spatiotemporal patterns of firing activity. Our results
suggest that interference can have an immediate and dominant
effect on the recall mechanism.

We conclude that according to our models, both temporal
and non-temporal approaches to forgetting and their associated
phenomena can co-exist in a microscopic neuronal perspective
and the existing spike-timing theory of WM. However, it is a
matter of degree of influence that each approach can have on
the retention and recall of items in a list, and according to our
results, interference has an immediate and direct influence.
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